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Re: Health Data, Technology, and Interoperability: Certification Program Updates, 
Algorithm Transparency, and Information Sharing (HTI-1) RIN 0955-AA03 

, including: 
 

�x Certification for Decision Support Interventions and Predictive Models; and 
�x Pharmacy Interoperability Functionality within the ONC Health IT Certification 

Program. 
 
ASH repre
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�x Health IT Modules that enable or interface with predictive Decision Support Interventions 
(DSIs) allow a user to review predictive DSI “source attribute” information through the 

Health IT Module.  
�x Developers of certified health IT with Health IT Modules that enable or interface with 

predictive DSIs employ or engage in “intervention risk management” practices and that 

summary information regarding these intervention risk management practices be made 
available via a publicly accessible hyperlink.  

 
ASH supports the development of these standards and offers the following comments for 
consideration. We believe that the use of decision support and predictive models has a future, if it is 
not already here, in the diagnosis and treatment of hematologic diseases. However, we also believe 
that while utilizing technology in this manner, it is imperative to establish effective guardrails to ensure 
safety of the patient, protect physician’s decision-making processes, and uphold physician autonomy. 
 
ASH believes that health IT companies building predictive models must be transparent about the data 
being used to create the program, including how frequently a predictive model database is updated. 
Transparency about the data used and the frequency of updates is paramount to the clinical utility of 
the model’s decisions Furthermore, it will be essential to promote transparency in the underlying logic 
of the model itself.  Predictive algorithms can be quite complex; for clinicians and patients to trust 
and use them, steps must be taken to promote interpretability of the model.  Explanations of how the 
models work in general, and when applied to specific clinical situations, will help clinicians understand 
and trust these promising new tools.  
 
Additionally, the data must be of high quality and updated frequently to allow the predictive models 
and decision support to adjust to changes in treatment successes and failures, adjust to changes in 
practice patterns and to adjust to changes in advances in technology and development of new 
treatment regimens. Medical specialty societies such as ASH create evidence-based treatment 
guidelines for our members that often take years to develop. We suggest that decision support 
technology incorporate these types of guidelines into their databases. In addition, as algorithms are 
developed to support medical decision making, ASH recommends that predictive models are created 
through close collaboration of technical experts, physicians and other qualified healthcare 
professionals. 
 
While ASH supports the use of predictive modeling and decision support tools, often collectively 
called artificial intelligence (AI), we have concerns when it comes to protecting physicians that use the 
technology. For instance, the Society believes that physicians should not be held responsible when the 
physician’s recommendation is overridden by AI and the treatment or course of action subsequently 
fails. Physicians should maintain their autonomy in medical decision making and may use AI as a tool 
in reaching a final decision, diagnosis, or course of action. The use of AI should never be punitive. 

Finally, AI models and tools must be created with data that are inclusive and does not perpetuate 
health inequities.  Bias in underlying data will introduce bias into algorithms and must be avoided. The 
information within a model must fit the population for which the model is being consulted. The data 
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